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Abstract Simulation studies of the Earth’s radiation belts and ring current are very useful in understanding
the acceleration, transport, and loss of energetic particles. Recently, the Comprehensive Ring Current Model
(CRCM) and the Radiation Belt Environment (RBE) model were merged to form a Comprehensive
Inner Magnetosphere-Ionosphere (CIMI) model. CIMI solves for many essential quantities in the inner
magnetosphere, including ion and electron distributions in the ring current and radiation belts, plasmaspheric
density, Region 2 currents, convection potential, and precipitation in the ionosphere. It incorporates whistler
mode chorus and hiss wave diffusion of energetic electrons in energy, pitch angle, and cross terms. CIMI thus
represents a comprehensive model that considers the effects of the ring current and plasmasphere on the
radiation belts. We have performed a CIMI simulation for the storm on 5–9 April 2010 and then compared our
results with data from the Two Wide-angle Imaging Neutral-atom Spectrometers and Akebono satellites. We
identify the dominant energization and loss processes for the ring current and radiation belts. We find
that the interactions with the whistler mode chorus waves are the main cause of the flux increase
of MeV electrons during the recovery phase of this particular storm. When a self-consistent electric
field from the CRCM is used, the enhancement of MeV electrons is higher than when an empirical
convection model is applied. We also demonstrate how CIMI can be a powerful tool for analyzing and
interpreting data from the new Van Allen Probes mission.

1. Introduction

Since the discovery of the radiation belts [Van Allen, 1959], this energetic particle population has been a
subject of intense study. Many space-borne missions carried instruments to measure the energetic electron
and ion fluxes through the radiation belt ring current region, e.g., Akebono, Solar, Anomalous, and
Magnetospheric Particle Explorer, Los Alamos National Laboratory, GOES, CRRES, Polar, Time History of Events
and Macroscale Interactions during Substorms (THEMIS) [Takagi et al., 1993; Baker et al., 1985, 1993; Higbie
et al., 1978; Johnson and Ball, 1992; Acuna et al., 1995; Angelopoulos, 2008; Sibeck and Angelopoulos, 2008], and
the recent Van Allen Probes mission [Mauk et al., 2012]. It is of great scientific and practical interests to
understand and be able to predict the variations and dynamics of the radiation belts and ring current.

Many studies have found a close relationship between solar interplanetary structures and particle fluxes in
the radiation belts and ring current. Reeves et al. [2003] found that approximately half of all moderate and
intense storms caused a net increase in the flux of energetic electrons by a factor of 2 or more; approximately
a quarter of these storms resulted in a net decrease in the fluxes by more than a factor of 2. They also
found that a higher solar wind velocity increased the probability of a large flux increase. Denton and Borovsky
[2012] examined magnetospheric responses to strong (v~ 600 km/s, duration ~ 4–5 days) and weak
(v~500 km/s, duration ~ 2 days) high-speed solar wind streams (HSSs). They found the average MeV electron
flux at the end of weak HSS events to be lower than the flux level measured before the arrival of the HSS.
In contrast, the MeV electron flux increased after a strong HSS.

The radiation belts and ring current behave differently during coronal mass ejection (CME) driven and
corotating interaction region (CIR) driven storms. Borovsky and Denton [2006] tabulated differences between
CME and CIR storms. They found strong ring current (Dst) in CME storms but higher relativistic electron flux
during CIR storms. By examining relativistic electron fluxes during 46 CME- and 6 CIR-associated storms,
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Kataoka and Miyoshi [2006] also found that, on average, CIR storms were more effective in relativistic electron
enhancement. CME-driven storms usually result in a stronger ring current as indicated by the Dst index.
Turner et al. [2009], however, found that CIR storms were more geo-efficient in the sense that the ratio of the
energy deposited in the magnetosphere and ionosphere to the energy input from the solar wind is higher
than for CME storms.

The statistical studies mentioned above give us a general and an averaged picture of how the radiation belts
and the ring current respond to a variety of solar wind conditions. The response of these energetic particles
to an individual storm, however, is still far from predictable. The main problem is the lack of physical
understanding. It is not clear why high solar wind velocity and fluctuations are favorable conditions for
radiation belt flux enhancement. It may be caused by the associated strong ULF waves and thus strong radial
diffusion; or the enhancement could be a result of an elevated plasma sheet temperature driven by the high-
speed streams. It is also not understood what physical mechanisms are responsible for the decreased MeV
electron flux relative to prestorm level in some weak HSS events. There are still other questions about why
relativistic electrons behave differently during CME and CIR storms. Furthermore, we need to understand the role
of magnetosphere-ionosphere (M-I) coupling in regulating the flux enhancements during storms. To gain
physical insights to such unresolved scientific questions, model simulations along with extensive data-model
comparison have proven to be a very promising approach [i.e., Buzulukova et al., 2008; Ebihara et al., 2008; Fok
et al., 2003; Glocer et al., 2011; Jordanova et al., 2010; Garner et al., 2004].

A number of models have been established to simulate the radiation belt and ring current dynamics and to
provide an interpretation of the observable features. Kinetic formulation is a commonly used technique. In a
kinetic model, the equation describing particle distribution functions is solved analytically or numerically. For
example, the Comprehensive Ring Current Model (CRCM) was established to solve the ring current particle
distributions and consider the closure of electric current between the magnetosphere and the ionosphere
[Fok et al., 2001b]. The CRCM has been used to simulate a number of idealized and real events [Fok et al., 2001b,
2003; Ebihara and Fok, 2004; Ebihara et al., 2005; Buzulukova et al., 2008, 2010]. Many noticeable signatures are
reproduced such as ion flux postmidnight enhancement, subauroral polarization stream, and ring current
shielding/over-shielding [Fok et al., 2001b, 2003; Ebihara and Fok, 2004; Buzulukova et al., 2010]. A plasmasphere
model is embedded in the CRCM and the convection of the cold plasmas is driven by the electric field
calculated from the CRCM [Fok et al., 2005]. With the consideration of ionosphere feedback, the CRCM
successfully simulated the global structures of the plasmasphere, such as drainage plumes and the propagation
of undulations from the nightside to dayside local times [Fok et al., 2005; Buzulukova et al., 2008].

The Radiation Belt Environment (RBE) model, on the other hand, was developed to calculate radiation belt
particle fluxes and to predict their variations during active times [Fok et al., 2001a, 2005, 2008, 2011a; Zheng
et al., 2003; Glocer et al., 2009]. The RBE model calculates the distribution functions of 10 keV to 4MeV
electrons and considers diffusive interactions with whistler mode chorus waves. The model was also used to
simulate a substorm injection during a dipolarization of the magnetic field [Fok et al., 2001a]. Observable
features during substorms, such as dispersionless injection and drift echoes, were successfully reproduced.
The electron flux enhancements during magnetic storms were also studied using the RBE model [Zheng et al.,
2003; Fok et al., 2005, 2008]. It was found that the energization by the inductive electric field and by whistler
mode chorus waves is both crucial for the flux increase during magnetic storms. Pitch angle diffusion by
chorus waves was also found to be the major loss mechanism for ring current electrons [Fok et al., 2011a].

Both the CRCM and RBE are well-established models. Many scientific insights have been obtained by
simulations using these two models; however, they still have their own limitations. Early RBE studies were
performed using empirical electric field models [Zheng et al., 2003; Fok et al., 2008]. In the CRCM, the loss rate
of electrons is simply assumed to be a fraction of strong diffusion rate [Buzulukova et al., 2010; Gkioulidou
et al., 2012]. It is a natural progression to merge the CRCM and RBE to combine the merits of both models.
With such a model, the distribution function of ring current electrons (seed population for radiation belt
electrons) is simulated in a self-consistent electric field model with a precise treatment of wave-particle
interactions. The accurate models of convection and wave diffusion for ring current electrons result in a
realistic specification of electron precipitation in the ionosphere, which in turn, modifies the ionospheric
conductance and convection pattern. The coupled model thus represents a Comprehensive Inner
Magnetosphere-Ionosphere model (named as CIMI) that calculates distribution functions of ring current ions,
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ring current and radiation belt electrons, plasmaspheric density, subauroral convection field, Region 2 field-
aligned current, and electron precipitation in the ionosphere.

In this paper, we will describe the formulation of CIMI based on the CRCM and RBE models. We have
performed a CIMI simulation for the storm on 5–9 April 2010 and then compared our results with data from
the Two Wide-angle Imaging Neutral-atom Spectrometers (TWINS) and Akebono satellites. We show the
advantages of this coupled model in reproducing the observable features. We also demonstrate how CIMI
can be a powerful tool for analyzing and interpreting data from the Van Allen Probes mission.

2. The Comprehensive Inner Magnetosphere-Ionosphere Model

The CIMI model combines the CRCM [Fok et al., 2001b] and the RBE model [Fok et al., 2011a] to obtain
energetic ion (0.1 keV–400 keV) and electron (1 keV–4MeV) distributions, Region 2 field-aligned currents,
subauroral ionospheric potentials, and plasmaspheric densities. The CIMI model solves the same kinetic
equation of particle species as that in the RBE model, except with the inclusion of a charge-exchange loss
term for ions. On the other hand, CIMI employs the CRCM algorithm in solving the ionospheric potential. The
three major equations solved in CIMI are (1) the bounce-averaged Boltzmann equation for distribution
functions of ring current and radiation belt particles, fs; (2) the ionospheric current conservation equation for
the ionospheric potential, Φ; and (3) the equation for the total plasmasphere ion content per unit magnetic
flux, N:
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p

Equation (1) solves for the average distribution function, fs= fs(t, λi,ϕi,M,K), between the mirror points on a
specified field line. Themagnetic latitude at the base of the magnetic field line is given by λi and the local time at
the base of the field line is given by ϕi. M is defined to be the relativistic magnetic moment, and K= J/√8moM
where J is the second adiabatic invariant. Field lines are labeled, using a subscript i, by their ionospheric foot
points. The drift across field lines describes how the particles move. The inner boundary of themodel is set at 12°
magnetic latitude, which corresponds to L=1.06. The outer boundary is defined by field lines with latitude no
greater than 70.3° and an equatorial crossing at 10 Earth radii (RE), whichever is closer. Eo is the rest energy, αo
represents equatorial pitch angle, and T(αo) is a function depending on αo and the shape of the field line.

The drifts of particle populations are represented by the leftside of equation (1) while the diffusion and loss
processes appear on the rightside. Fok and Moore [1997] describe in detail the calculation of the bounce-

averaged drift velocities across field lines, λ̇i
� �

and ϕ̇i

� �
. These drifts include the gradient-curvature drift, E×B drift

from convection, and corotation electric fields. The effects of the inductive electric field resulting from a time-
varying magnetic field are accounted for implicitly as described by Fok et al. [2005].

Particle diffusion in energy and pitch angle due to interactions with plasma waves are accounted for by
the first and second terms on the right of equation (1). We first map the particle phase space density from the
(M, K) to (E, αo) coordinates when solving these terms. The diffusion is performed in E and αo coordinates
and then the updated distribution is mapped back to the (M, K) coordinates [Fok et al., 1996, 2011a]. The last
two terms on the right-hand side of equation (1) represent charge exchange loss (for ions only) and the losses
due to precipitation in the loss cone. The boundary for the loss cone corresponds to a mirror location of
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100 km altitude. The charge-exchange cross section for a species s with neutral hydrogen is labeled by σsH.
The term hnHi is the density of hydrogen averaged over a bounce and τb is the particle bounce period. We
assume that in the loss cone, particles have a lifetime of 0.5 τb [Lyons, 1973].

Equation (1) is an initial boundary problem. For ions, we use zero initial distribution or initial fluxes specified based
on the empirical model of quiet time ring current by Sheldon and Hamilton [1993]. The initial distribution for
electrons is given by the empirical model of AE8 [Vette, 1991; Fung, 1996]. Isotropic pitch angle distribution is
assumed at the beginning of simulation. Particle flux at the inner boundary at L=1.06 is set to be zero. Distribution
at the outer boundary is specified by empirical plasma sheet models [Ebihara and Ejiri, 2000; Borovsky et al.,
1998; Tsyganenko and Mukai, 2003] or provided by global magnetohydrodynamics (MHD) models [Glocer et al.,
2013a; Meng et al., 2013]. When solving the diffusion terms in equation (1), we assume ∂f/∂E=0 at energy lower
limit and f=0 at the upper limit, and ∂f/∂αo=0 is applied to both ends of the pitch angle grid.

The 2-D thin-shell approximation, allows us to use equation (2) to express ionospheric current conservation

[Toffoletto et al., 2003].
↔
Σ is a tensor representing ionospheric Hall and Pedersen conductance. is the

ionospheric potential, I is the magnetic dip angle, and J|| is the Region 2 current, which is calculated from the
pressure gradients of all ring current species [Fok et al., 2001b]. CIMI thus solves the convection field self-
consistently with the consideration of electric coupling between the magnetosphere and ionosphere. We
specify the potential at the poleward boundary at 70.3° latitude by the Weimer 2K model [Weimer, 2001] and
assume no current flowing across the equatorward boundary.

The CIMI model has an embedded plasmasphere model as described in equation (3). Fn and Fs are the
ionospheric fluxes in or out of the flux tube at northern and southern ionospheres, and Bi is themagnetic field
at the ionospheric foot points of the flux tube. The net flux of plasma in and out of a flux tube depends on the
dayside refilling rate and the diffusion lifetime on the nightside [Fok et al., 2005]. As shown in the left-hand
sides of equations (1) and (3), the plasmasphere particles drift in the same way as the energetic particles,
except magnetic drift of cold plasma is ignored. We impose a saturation density at the model inner boundary
and a plasma trough density at the outer boundary [Carpenter and Anderson, 1992]. We have assumed that
plasma density is constant along a field line. The simulated plasmasphere density is used to calculate the
wave diffusion coefficients [Fok et al., 2008, 2011a].

Figure 1 shows the major output from the CIMI model. Figures 1a and 1b are examples of equatorial electron,
H+, and O+

fluxes. Figures 1c and 1d are the corresponding pitch angle distributions (PAD), from which 3-D
fluxes can be constructed along field lines. The two top-right panels are electron precipitating energy flux
and mean energy at the ionosphere. They are calculated by electron loss at the loss cone (last term of
equation (1); ion precipitation is not shown). Figures 1i and 1j portray the CIMI calculated Region 2 currents
(colors), convection potential (contours) at the ionosphere, and potential mapped to the equator under the
assumption of zero electric field along a field line. A typical map of the plasmasphere density is shown in
Figure 1k. A sharp plasmapause in the premidnight sector and a plume structure extending from dusk to the
dayside are clearly seen in the plot.

Since the CIMI and RBE models solve the same kinetic equation (equation (1)), the code verification for the
RBE model should also be applied to the CIMI model. A detailed verification of energy and particle
conservation of the RBE code was presented in Liemohn et al. [2012]. They found that the RBE code is able to
handle localized injection. We are confident that, alike the RBE code, the CIMI model is numerically accurate
and capable to resolve fine structures in the ring current and outer radiation belt.

3. The Storm on 5–9 April 2010

The geomagnetic storm on 5–9 April 2010 was triggered by the arrival of a fast CME [Möstl et al., 2010].
Figure 2 displays the solar wind By, Bz, speed, and density from the ACE satellite and geomagnetic indices on
5–9 April 2010. The solar wind parameters in Figure 2 have been shifted to the subsolar point. A substorm
growth phase was observed on 5 April at ~0845 UT, shortly after the CME-associated shock hit and
compressed the magnetosphere [Connors et al., 2011]. At this time, the interplanetary magnetic field (IMF)
was very strong and fluctuated in direction. From 12:05 UT on 5 April, the magnetic cloud inside the CME
interacted with the magnetosphere and produced a moderate storm with minimum Dst reaching �81 nT at
15:00 UT on 6 April.
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The development of energetic particles during the strong substorm which happened on 5 April 2010 was
monitored by the Interstellar Boundary Explorer (IBEX) and the Two Wide-angle Imaging Neutral-atom
Spectrometers (TWINS). Both satellites are equipped with energetic neutral atom (ENA) imagers. IBEX
detected sharply enhanced ENA emissions as the dayside magnetosphere was compressed by the
interplanetary shock at ~0826 UT. About 15min later, TWINS observed strong ring current and low-
altitude ENA emissions [McComas et al., 2012]. This was the first study to combine IBEX and TWINS
observations to provide a global picture of the magnetospheric response to an interplanetary shock.
Stereo images from TWINS 1 and 2 on 6 April 2010 were analyzed by Goldstein et al. [2012]. They found
local time dependence of ring current pitch angle anisotropy with strong anisotropy on the duskside.
In another study, Goldstein et al. [2013] examined the energy spectra of low-altitude emissions on 6 April
from the two TWINS satellites. They reported spectra shifting to higher energies for emissions from more
westward magnetic local time (MLT).

(a) (b) (g) (h)

(i) (j)

(k)

(c) (d)

(e) (f)

Figure 1. Major output from the CIMI model: (a) equatorial electron, (c) H+, and (e) O+
fluxes and (b, d, and f) the corresponding pitch angle distributions, (g) electron

precipitating energy flux and (h) mean energy at the ionosphere, (i) Region 2 currents (colors) and convection potential (contours) at the ionosphere, (j) convection
potential at the equator, and (k) the plasmasphere density at the equator. The Sun is on the left for all panels.
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3.1. CIMI Simulation of the Storm
on 5–9 April 2010

We have simulated the 5–9 April
2010 storm with the CIMI model.
The Tsyganenko 2004 (T04) model
[Tsyganenko et al., 2003; Tsyganenko
and Sitnov, 2005] was used to specify
the magnetic field configuration.
The temporal variations of the
magnetic field were controlled by
the time-varying model input
parameters: Dst, solar wind ram
pressure, By, and Bz. We updated the
magnetic field every 5min. The
Weimer 2K model [Weimer, 2001]
was used to determine the potential
at CIMI’s polar boundary at the
ionosphere at 70.3° magnetic
latitude (MLAT). The model of Hardy
et al. [1987] was used to specify the
auroral conductance. The ion
distribution at the equatorial outer
boundary was assumed to be a
Maxwellian with density (Nps) and

temperature (Tps) given by linear relations with the upstream solar wind condition [Ebihara and Ejiri, 2000;
Borovsky et al., 1998]:

Nps tð Þ ¼ 0:395þ 0:025Nsw t � 2hð Þ
Tps tð Þ ¼ �3:65þ 0:019Vsw t � 2hð Þ (4)

where Nps is in cm
�3, Nsw is the solar wind density in the same unit,Tps is in keV and Vsw is the solar wind speed

in km/s. We assumed a 2 h response time for changes in the boundary condition to solar wind variations. The
electron distribution at the outer boundary was assumed to be a kappa function with κ = 3. Electron density
was set to be the same as that of the ions, and the electron characteristic energy was lower than the ion
temperature by a factor of 7.8 [Baumjohann et al., 1989]. In the calculation of charge exchange loss for ions,
the spherical symmetric model of Rairden et al. [1986] is used to estimate the bounce-averaged neutral
hydrogen density (hnHi in equation (1)).

We considered electron diffusion due to interactions with lower band chorus waves and plasmaspheric hiss
(first two terms on the right-hand side of equation (1)). The presence of chorus waves was assumed to be
confined between �15° and 15° magnetic latitude. The pitch angle and energy diffusion coefficients were
evaluated according to bounce- and drift-average quasi-linear theory [Albert et al., 2009]. The frequency and
wave normal angle distributions were represented by truncated Gaussians. The peak, width, lower cutoff, and
upper cutoff for ω and x= tanθ were (ωm, δω, ωLC, ωUC) = (0.35, 0.15, 0.125, 0.575) fce and (xm, δx, xmin,
xmax) = (0, tan30°, 0, 1), where fce is the electron cyclotron frequency at the equator. The diffusion coefficients
were calculated as a function of electron energy, equatorial pitch angle, L shell, and fpe/fce, where fpe is the
electron plasma frequency. The diffusion coefficients were then scaled with a wave amplitude of 100 pT. To
obtain the actual coefficients, we estimated the chorus intensity at a given location and time during the
storm using the survey of plasma wave data from multiple satellite observations presented byMeredith et al.
[2012]. The wave data were binned in L shell, magnetic local time, latitude (equatorial: within 15° off the
equator, and midlatitude: 15°–30° off the equator), and by three levels of substorm activity (AE< 100 nT;
100 ≤AE< 300 nT; AE ≥ 300 nT).

Similar to the coefficients for chorus waves, the hiss coefficients were calculated as a function of
electron energy, equatorial pitch angle, L shell, and fpe/fce [Albert, 2005, 2008; Albert et al., 2009]. The

Figure 2. IMF Bz, By, solar wind speed, and density measured from the ACE
satellite, and Dst, SYM-H, AL and AU on 4–9 April 2010. The ACE data are
44min shifted in time.
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peak, width, lower cutoff, and upper cutoff for ω and x= tanθ were (ωm, δω, ωLC, ωUC) = (550, 300, 100, 2000) Hz
and (xm, δx, xmin, xmax) = (0, 0.36, 0, 0.58), respectively. The coefficients were normalized with an amplitude of
10 pT. To get the actual values of diffusion coefficients, we used the survey based on the CRRES observations for
hiss waves [Meredith et al., 2004]. The data were binned in L,MLT, and AE. We apply chorus wave diffusion outside
the plasmasphere and hiss diffusion inside the plasmapause, which is defined by plasmasphere density of
20 cm�3. We start the wave diffusion and plasmasphere density calculations at t=5hwhen the system reaches a
roughly equilibrium stage.

There is good data coverage on the TWINS and Akebono spacecraft during the 5–9 April 2010 storm. We
compare our simulation results with data from these satellites. The comparisons serve as validation of the
CIMI model. Furthermore, by analyzing the simulation results, we gain insight into what mechanisms are
responsible for the buildup and decay of the ring current and radiation belts during a magnetic storm.

3.2. CIMI Results Compared With TWINS Data

TWINS 1 and 2 are orbiting the Earth in Molniya orbits. Their high inclination and long residence time near the
apogee put them in excellent positions to image the ring current. During the main and early recovery phase
of the storm on 6 April 2010, the development of the ring current was continuously monitored by either
TWINS 1 or 2. In some periods of time, both TWINS 1 and 2 were at favorable vantage points that stereo
images of the ring current were captured. Figures 3a and 3b show the fish-eye views of 20 keV ENA images
taken by TWINS 1 and 2 at 18:15–18:30 UT on 6 April. In each image, the white circle is the Earth rim. Dipole
field lines of L= 4 and 8, at four magnetic local times are plotted as spatial reference. Red field lines
correspond to noon and purple field lines are dusk. As shown in the images, strong ring current emissions

(a) (b)

(d)

(g)

(e)

(h)

(c)

(f)

Figure 3. Comparison of TWINS ENA fluxes with CIMI simulated fluxes: (a and b) 20 keVH fluxes from TWINS 1 and 2 at
18:15–18:30 UT on 6 April 2010; (c–e) simulated equatorial flux of 20 keVH+ from Run 1 with self-consistent electric
(SCE) field and the corresponding ENA fluxes seen by TWINS 1 and 2; and (f–h) simulated ion and ENA fluxes from Run 2
with Weimer field.
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(RCEs) are seen on the nightside near dawn. In addition, there are low-altitude emission (LAE) seen at the
Earth rim. The LAE mainly comes from multiple charge exchange and electron stripping processes of
energetic ions with the oxygen exosphere [Roelof, 1997; Bazell et al., 2010; Buzulukova et al., 2013].

The RCE at high altitude is produced by ring current ions that charge exchange with the H exosphere
[Roelof and Williams, 1988; Fok et al., 2003]. The local time distribution of the storm time ENA displayed in
Figures 3a and 3b is consistent with previous observations and simulation studies [C:son Brandt et al., 2002;
Fok et al., 2003, 2010; Buzulukova et al., 2010]. It has been suggested that the post-midnight peak of ENA
flux is a result of eastward skewing of the convection potential on the nightside, which is, in turn, a
combined effect of ring current shielding electric field and sharp gradient of ionospheric conductance at
the terminator [Fok et al., 2003; Ebihara and Fok, 2004]. CIMI considers the electric coupling between the
ring current and ionosphere and is therefore able to capture the skewing of the electric potential and
the postmidnight enhancement of ion flux. We have performed a standard CIMI run of the 5–9 April 2010
event (Run 1). In Figures 3c–3e, the CIMI equatorial flux of 20 keV H+, synthetic ENA images based on
the calculated ion flux as viewed by TWINS 1 and 2 are displayed. CIMI predicts strong 20 keV H+

flux in the
post midnight sector at ~18 UT on 6 April 2010. The corresponding ENA emissions resemble the spatial
features of the RCE in the TWINS images. There is no LAE in the CIMI ENA because we do not consider ion
charge exchange with the O exosphere in this simulation. We plan to include oxygen atoms in our ENA
calculation in future studies.

To examine the effects of self-consistent electric (SCE) field on ring current dynamics and development, we
perform another CIMI run without the feedback of ring current on ionospheric potential (Run 2). Instead, the
empirical model of Weimer [Weimer, 2001] is used to specify the potentials in the CIMI domain. Figure 3f
shows the equatorial flux of 20 keVH+ calculated with the Weimer electric field. The peak flux is in the
premidnight sector and the intensity is lower than that calculated by SCE (Figure 3c). The corresponding
synthetic ENA emission as viewed at the locations of TWINS 1 and 2 are shown in the Figures 3g and 3h.
Strong emissions are seen on the nightside toward dusk. When compared with TWINS data (Figures 3a and 3b),
the run with SCE reproduces the local time distribution of 20 keV ring current ions much better than the
simulation with the empirical Weimer model. We have demonstrated that self-consistent treatment of the
currents and electric field in the M-I system is very important to understand the dynamics and development of
the storm time ring current.

We note that the color scale for CIMI ENA flux is different from that of the TWINS images. The CIMI ENA flux is
higher than that observed. Several factors may contribute to this discrepancy. First, there may be calibration
issues in converting TWINS counts to flux. When comparing the ion intensities from deconvolved TWINS
images with in situ measurements from the THEMIS satellites, Grimes et al. [2013] found that ion fluxes
from TWINS were at least three times lower than the THEMIS ion fluxes. Second, the CIMI calculation
presented here is performed in the T04 empirical magnetic field model. Without magnetic coupling
between the ring current and the global magnetosphere, we may overestimate the buildup of the ring
current [Zaharia et al., 2006; Jordanova et al., 2010]. This problemwill be resolved when CIMI is coupled with
global MHD models. We have successfully coupled the CRCM with the Block Adaptive Tree Solar wind
Roe Upwind Scheme (BATSRUS) MHD model [Glocer et al., 2013a; Meng et al., 2013]. It should be very
straightforward to couple CIMI with BATSRUS or other MHD models. There are additional factors that may
cause a stronger ring current: imperfect model of the ionospheric conductance and omission of loss
processes, such as interactions with electromagnetic ion cyclotron (EMIC) waves and magnetic field line
curvature scattering [Young et al., 2008; Ebihara et al., 2011]. All these processes will be considered as part
of our model improvement.

3.3. CIMI Results Compared With Akebono Data

The Akebono satellite observed enhancements of radiation belt electrons during the active period on 5–9
April 2010. Akebono was launched in February 1989 by the Institute of Space and Astronautical Science in
Japan. In April 2010, Akebono was in a high-inclination, highly elliptical orbit with apogee at 5110 km
altitude, perigee altitude at 145 km, and orbit period of 2.4 h. The radiation monitor measured electron
fluxes in three energy channels: 0.30–0.95MeV, 0.95–2.5MeV, and >2.5MeV [Takagi et al., 1993]. Figure 4a
shows the L-time plot of Akebono electron flux of E> 2.5MeV on 5–9 April 2010. The data have been
averaged over six orbits. The Dst index is overlaid on the plot. During the main phase of the storm,
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relativistic electron fluxes are depleted at high L (L> 5). On the other hand, fluxes start to increase near the
peak of the storm at L shell around 4. The enhancement continues throughout the recovery phase. On 8
April, fluxes are 2 orders of magnitude higher than the pre-storm level and strong fluxes are seen at
3.5< L< 5. In order to understand the mechanisms responsible for the flux dropout at high L during the
main phase and enhancement in the outer belt during storm recovery, we compare the Akebono data with
relativistic electron fluxes at the equator calculated from CIMI runs with different model setups. Even
though the CIMI fluxes in Figure 4 are not fluxes at high latitudes as the Akebono data, it has been shown
that the temporal variability of low-altitude fluxes is nearly identical with the equatorial fluxes especially
during geomagnetic storms [Kanekal et al., 2001, 2005]. In addition to the two runs described in section 3.2,
a third run (Run 3) was carried out. Run 3 is the same as Run 1 except no diffusion by chorus and hiss (VLF)
waves were considered.

The L-time plots of the CIMI calculated
relativistic electron fluxes are posted
side by side with the Akebono data in
Figure 4. The CIMI equatorial fluxes are
displayed with a different color scale
than the Akebono flux. The white
curves are the minimum plasmapause
location at density of 20 cm�3. The
prestorm flux from CIMI is relatively
higher than the observed because the
empirical model of AE8 [Vette, 1991;
Fung, 1996] is used for the initial
condition. The AE8 model may not
reflect the actual intensity of the
relativistic electrons on 5 April. Our
emphasis, however, is on the temporal

Figure 4. Comparison of Akebono data with CIMI simulated fluxes: (a) L-time plot of Akebono electron flux (>2.5MeV) from
00 UT 5 April to 00 UT 9 April 2010 and simulated fluxes from (b) Run 1, (c) Run 2, and (d) Run 3. The blue curve is the
Dst index. White curves in Run 1 and Run 2 are calculated plasmapause location.

Figure 5. Relativistic (>2.5MeV) electron flux at L=3.5 calculated from
Run 1 (red) and Run 2 (blue).
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variations of the outer belt during this
active period. The level of prestorm
flux is not the focus in this study. As
shown in Figure 4b, the flux dropout
at high L (L> 6) during themain phase
and flux increase in the outer belt seen
from the Akebono data are
reproduced by the standard CIMI run
(Run 1). The flux enhancement mostly
takes place outside the plasmapause,
consistent with the observation
reported by Li et al. [2006].

The simulation result of the second
CIMI run (Run 2) is displayed in
Figure 4c. In this run, the empirical
electric field from Weimer [Weimer,
2001] is applied to the entire CIMI

domain. We have demonstrated in section 3.2 that SCE has significant effect on the spatial distribution of ring
current ions (see Figure 3). For radiation belt particles, however, it is commonly believed that their transport is
primarily controlled by radial diffusion, and convection should have little effect. As shown in Figure 4c, Run 2
produces both the flux dropout at high L during storm main phase and the enhancement in the outer belt in
the recovery phase of the storm as does Run 1 (Figure 4b). Run 2, however, predicts higher relativistic electron
flux in the slot region and weaker enhancement in the outer belt in the recovery phase. The relativistic
electron flux near the plasmapause from Run 2 at late recovery is noticeably lower than that from Run 1.
When compared with the Akebono data, Run 2 is inferior compared to Run 1 in reproducing the strong flux
enhancement on 7–9 April 2010. Figure 5, extracted from Figure 4, is a quantitative comparison of >2.5MeV
electron flux at L= 3.5 from Run 1 and Run 2. Relativistic electron flux from Run 1 rises rapidly at 60–72 h and
reaches a value that is about two times of the flux predicted by Run 2.

The simulation result of the third CIMI run (Run 3) is displayed in Figure 4d. In this run, no wave diffusion from
interacting with VLF waves is included and there is only slight flux increase in the outer belt during storm
recovery. This run confirms the fact that enhancement of relativistic electron flux seen on 7–9 April is mainly
from interacting with VLF waves and, in particular, from energy diffusion by whistler mode chorus waves
[Summers et al., 2002; Horne and Thorne, 2003; Horne et al., 2005; Fok et al., 2008].

To further investigate why Run 1 produces higher relativistic electron flux, we plot in Figure 6 the equatorial
flux of 100–300 keV electrons near the peak of the storm at t= 34 h, corresponding to 10:00 UT on 6 April
2010. Figure 6 shows the simulated flux from Run 1 (left) and from Run 2 (right). As shown in the figure, the
ring current electron flux from Run 1 is higher than that of Run 2. In Run 1, the consideration of M-I coupling
results in a strong convection field in the postmidnight sector, which pushes electrons earthward and
energizes them at the same time. These enhanced ring current electrons serve as a seed population for
chorus wave energization to the MeV energy range. As a consequence, Run 1 predicts stronger MeV electrons
than Run 2, in which the Weimer electric field is applied (Figure 4).

4. Ionospheric Precipitation Predicted by CIMI

As we have illustrated in Figure 1, CIMI outputs electron and ion fluxes in the magnetosphere, as well as
precipitating fluxes into the ionosphere. Equation (1) includes multiple processes of different timescales.
We use the method of fractional step or operator splitting to decompose the equation and solve only one
term at a fractional step [LeVeque, 2002; Fok et al., 1993]. We record the differences in distribution functions
after each fractional step to obtain the spatial and spectral changes of ion and electron distribution due
to each physical process [Fok et al., 2011b]. To calculate the energy flux and mean energy of ionospheric
precipitation, we divide particles into 16 energy bins and keep track of the number of particles moving
into the loss cone at each energy bin. Figure 7 shows the energy flux and mean energy of precipitating
electrons at the ionosphere calculated from Run 1 (Figures 7a, 7c, and 7e) and Run 2 (Figures 7b, 7d, and 7f)

Figure 6. Equatorial flux of 100–300 keV electrons simulated by (left) Run 1
and (right) Run 2 at t=34 h (10:00 UT on 6 April 2010). Sun is on the left in
both plots.
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at 23 UT on 5 April during the main phase of the storm. The Sun is on the left in each plot. Only electrons
with energy from 0.5 to 30 keV are considered in the calculation which is, in fact, the range that carries most
of the precipitating energy and contributes to the conductances in the F and E regions [Robinson et al.,
1987]. As shown in Figures 7a and 7b, the peak precipitation is located at 60°–70° magnetic latitude at
postmidnight to dawn local time. The precipitating energy flux from Run 3 without wave diffusion (not
shown) is ~2 orders of magnitude lower than those in Run 1 and 2. This difference demonstrates that the
precipitation seen in Runs 1 and 2 is mainly from electrons diffused into the loss cone by whistler mode
chorus and hiss waves.

The precipitation depicted in Figure 7 shows stronger energy flux from Run 1 and the peak is located
more toward dawn than in Run 2. As mentioned in section 3.2, the self-consistent convection field in Run 1
yields an eastward skewing of electric potential that pushes particles toward dawn. The chorus wave power is

(a) (b)

(c) (d)

(e) (f)

Figure 7. (a and b) Simulated precipitating energy flux, (c and d) mean energy, and (e and f) Hall conductance from Run 1
and Run 2. Only electrons of 0.5 – 30 keV are included in the calculations.
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also found highest at dawn [Meredith et al., 2012]. As a result, Run 1 predicts strong precipitation at dawn.
Runs 1 and 2 produce similar mean energy of precipitating electrons (Figures 7c and 7d). The mean energy is
higher on the nightside at the equatorial edge of the precipitation region near 60° MLAT, where field lines
map to ~4.5 RE at the equator. When examining the simulated equatorial flux from Run 1, we find electrons
with energies higher than 20 keV penetrate deep into 4.5 RE on the nightside during the period of strong
convention around 23 UT on 5 April. As a result, the mean energy of both trapped and precipitating electron
flux is higher there.

As shown in Figure 7a, the CIMI model predicts an intensity of electron precipitation on the order
of 5mW/m2, which corresponds to 5 × 1011 eV/cm2/s/sr. This energy flux is consistent with the
statistical model of Sotirelis and Newell [2000]. We derive the Hall conductivity with the simulated
energy flux and mean energy using the formula given by Robinson et al. [1987]. The results are
depicted in Figures 7e and 7f. We obtain the peak Hall conductance in the range of 20–30 mho and
strong conductance extends from midnight to dawn. Both the magnitude and the local time
distribution of the calculated conductance agree well with the Hardy model [Hardy et al., 1987]. Again
we have shown that CIMI provides a very good representation of the transport, energization, and
precipitation of energetic electrons in the magnetosphere-ionosphere region.

5. Identifying Energization and Loss Mechanisms With CIMI

There have been extensive studies and discussions about what mechanisms are responsible for ring
current and radiation belt enhancement and loss during geomagnetic active periods. Strong convection
transporting ions and electron from the plasma sheet is believed to be the main cause of ring current
buildup in the storm main phase [i.e., Chen et al., 1993; Fok et al., 1996, 2011b; Ebihara et al., 2005]. Fok
et al. [1999] found that during storm time substorms, the combination of large-scale convection and
substorm inductive electric field can push ring current particles to lower L than during steady convection
or an isolated substorm. Charge exchange loss was found to be the major loss mechanism during the
recovery of the ring current [Hamilton et al., 1988; Fok et al., 1991; Jordanova et al., 1996]. Liemohn et al.
[1999, 2001], however, suggested that drift-out loss at the dayside magnetopause is the dominant decay
process of the ring current, especially during the early recovery phase. For radiation belt electrons, there
is ongoing controversy about the balance between energization processes, such as radial and wave
diffusion, and loss at the magnetopause [e.g., O’Brien et al., 2003; Horne et al., 2006; Ukhorskiy et al., 2006;
Reeves et al., 2011; Baker et al., 2005; Nagai, 2012; Turner et al., 2012; Yu et al., 2013; Kim et al., 2008, 2010,
2011; Saito et al., 2010; Ohtani et al., 2009].

As mentioned in section 4, we record the differences in distribution functions after each fractional step to
obtain the spatial and spectral changes of ion and electron distributions due to each physical process. In
calculating particle gain/loss from drift in/out, for each grid cell along the model boundary, the change of
distribution function in each time step is determined by

Δ f s ¼ cif i � cof o (5)

where ci and co are the Courant number at the inner and outer boundary of the grid cell, respectively,
and fi and fo are the corresponding interface values. Particle gain/loss is given by cofo. There is a gain
if co is negative and vice versa. The total particle gain/loss is obtained by integrating cofo over the
velocity space and over all boundary grid cells. To calculate the energy gain/loss across the model
boundary, we weight the integration by the energy of each differential element in the velocity space.
With a similar technique, Δfs and thus energy changes from drift, charge exchange, wave diffusion,
and precipitation at the loss cone can be estimated. This capability can shed new light on the sources
of radiation belt and ring current enhancement and loss. Figure 8 shows the accumulated energy
changes due to various processes during the storm on 5–9 April 2010 for ring current H+ (1–300 keV,
Figures 8(1a)–8(1d)), ring current electrons (1–300 keV, Figures 8(2a)–8(2d)) and radiation belt electrons
(0.3–5MeV, Figures 8(3a)–8(3d)). Figures 8(1a), 8(2a), and 8(3a) display energy changes in the entire
simulation domain at 1< L< 9. The total energy contents of each plasma population are shown in black
curves. The lower 3 panels exhibit energy gain/loss in three subregions: (1< L< 3) inner ring current,
inner belt, and slot region; (3< L< 5) peak ring current and peak outer belt; and (5< L< 9) outer ring

Journal of Geophysical Research: Space Physics 10.1002/2014JA020239

FOK ET AL. ©2014. American Geophysical Union. All Rights Reserved. 7533

 21699402, 2014, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1002/2014JA

020239, W
iley O

nline L
ibrary on [30/01/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



current and outer part of the outer belt. In each plot, red dotted/dashed lines represent accumulated
energy gain/loss from particle drift in/out from the CIMI domain. The red curves with squares are
net change from drift in and out the model boundary. The green lines are energy changes due to
adiabatic acceleration or deceleration from internal transport, which is obtained by subtracting the
total change from drift with net gain/loss from drifting across the model boundary. The thick purple
lines represent losses into the loss cone. The blue lines are charge exchange loss for ions and changes
from wave diffusion for electrons. Other than the black curves of total energy content, all curves in
Figure 8 are accumulated changes. The rate of energy variation at a given time due to each process
can be inferred from the slope of the curve at that particular time. Note that the scales of the plots in
Figure 8 are not the same.

Figure 8. Contribution of individual processes to the total energy content (black curves) in ring current H+ (1a–1d), (2a–2d) ring current electrons, and (3a–3d)
radiation belt electrons during the storm on 5–9 April 2010. Red dotted/dashed lines are accumulated energy gain/loss from particle drift in/out from the CIMI
domain. Red curves with squares are net change from drift in and drift out. The green lines are energy changes from internal transport. The thick purple lines are
losses at the loss cone. The blue lines are charge exchange loss for ions and changes from wave diffusion for electrons.
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Much important information on the causes of ring current and radiation belt variations can be gathered
from the analysis shown in Figure 8. One can clearly identify the dominant process at different regions of the
inner magnetosphere at different phases of the storm. As shown in Figure 8(1a), the major process in the
buildup of the ring current ions is particle energization from strong convection (green curve). The dominant
loss process is drift loss (red line with squares) at the boundary or the magnetopause. Charge exchange loss
(blue curve) is significant but less important than the drift loss. For this simulation, no wave diffusion is
considered for ions, so the loss into the loss cone (thick purple curve) is only by drift motion and the loss
is minimal. Figure 8(1b) shows that, at 1< L< 3, convection energization is counteracted by charge exchange
loss. The gain/loss rates of these two processes decrease significantly during the storm recovery at t> 48 h
since H+ have diminished greatly in the inner region by that time. In contrast, charge exchange loss rate
at 3< L< 5 (Figure 8(1c)) is relatively steady throughout the storm, although it is surpassed by adiabatic
acceleration. For this particular event, drift gain/loss happens only at L> 5 (Figure 8(1d)). Ring current
ions are drifting in and out from early main phase to late recovery. During the main phase, loss at the
magnetopause exceeds the influx from the plasma sheet, resulting in a net loss of particles and energy.
The drift in and drift out are pretty much balanced during the recovery phase. In this outer part of the
ring current, convection energization is dominant over losses. Charge exchange is weak because neutral
density is low here.

Figure 8(2a) shows the major energization and loss mechanisms of ring current electrons. The primary
energization for ring current electrons is from adiabatic transport (green line) just as it is for the ring current
ions. Ring current electrons, however, are lost mainly by loss into the loss cone (thick purple line). Electrons
are diffused into the loss cone by whistler mode chorus waves and plasmaspheric hiss. These pitch angle
diffusion processes are most intense at 3< L< 5 (Figure 8(2c)), the nominal location of the plasmapause
[Carpenter and Anderson, 1992; Gallagher et al., 1995;Moldwin et al., 2002]. Electrons are diffused into the loss
cone by hiss waves inside the plasmapause and diffused by chorus waves outside this plasmasphere
boundary [i.e., Summers et al., 2007]. Another energization process of ring current electrons is diffusion with
plasma waves at 5< L< 9 (Figure 8(2d), blue curve). Since only energy diffusion changes particle energy
content and only chorus waves are assumed in this large L region, this enhancement is a result of energy
diffusion by chorus waves. The increase in electron energy is larger than the loss from pitch angle diffusion
with the same wave mode (Figure 8(2d), thick purple curve). To understand why the relative effects of chorus
wave pitch angle scattering and energy diffusion on ring current electrons switch from 3< L< 5 to 5< L< 9,
we examine how the diffusion coefficients (Dαα and DEE) vary with location. In the vicinity just outside the
plasmapause, the ratio of plasma frequency to the cyclotron frequency (fpe/fce) is relatively low with the value
of ~4 [Fok et al., 2008]. The ratio increases with increasing L from the plasmapause. At fpe/fce< 5, Dαα for
100 keV electrons is large for a wide range of pitch angles [Albert, 2005; Horne et al., 2006]. As a result,
electrons experience strong pitch angle diffusion near the plasmapause. At larger Lwhere fpe/fce is high, both
DEE and Dαα are decreased, especially at small pitch angles. It takes a long time to push electrons into the
loss cone of small pitch angles. The relatively strong energy diffusion at large pitch angles, however, accelerates
perpendicular particles and increases the overall electron energy (Figure 8(2d)). During the main phase of
the storm, the net drift loss of ring current electrons (Figure 8(2a), red curve with squares) is comparable with
the precipitation loss (Figure 8(2a), thick purple curve). The drift loss, however, ceases in the storm recovery
while pitch angle diffusion continues steadily throughout the storm.

Figures 8(3a)–8(3d) display the energy budget for radiation belt electrons. As shown in Figure 8(3a), energy
diffusion by plasma waves (blue curve) is the dominant acceleration process. For relativistic electrons, energy
diffusion is more effective than pitch angle diffusion at all L ranges (Figures 8(3b)–8(3d), blue and thick purple
curves). Overall, adiabatic transport (Figures 8(3a)–8(3d)) accelerates relativistic electrons in the radiation
belts, except at 3< L< 5, at 30< t< 60 h when Dst is strongly negative (Figure 8(3c), times of negative slope
of green curve). This loss of particle energy during strong Dst is consistent with the well-known Dst effect
[Dessler and Karplus, 1961; Kim and Chan, 1997]. The magnetic field produced by the ring current inflates the
main field. The drift shells of energetic particles in the radiation belt expand outward correspondingly
(conservation of the third adiabatic invariant) and particles decelerate. Our simulation implies that, for this
event, the Dst effect produces permanent loss at the heart of the outer belt as the green curve in Figure 8(3c)
shows no recovery after the decrease. We suggest that as the drift shells of electrons expand outward, they
intercept the magnetopause, causing irreversible drift loss. Net loss at the model boundary is the major loss
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mechanism for relativistic electrons as shown by the red curve with squares in Figure 8(3d). The loss is the
strongest during the storm main phase when the magnetopause standoff distance is small. In Table 1, we
summarize, for this event, the dominant energization and loss processes and where they take place for
radiation belt electrons and ring current ions and electrons.

6. Discussion and Conclusions

We have demonstrated the unprecedented capabilities of the CIMI model. As demonstrated in Figure 1, CIMI
calculates the 3-D distributions of energetic ions, electrons, and cold plasma in the inner magnetosphere and,
self-consistently, the electric currents and field and particle precipitation in the ionosphere. CIMI is thus a
powerful tool for studying the dynamics of the ring current, radiation belts, and plasmasphere along with
how they respond to solar wind input and their couplings with the ionosphere. In the simulations shown in
this paper, the Tsyganenko 2004 magnetic field model was used; however, it should be straightforward to
incorporate CIMI with MHD models. This type of code merging has been done with CIMI’s predecessors:
CRCM and RBE [e.g., Glocer et al., 2011, 2013a].

The unique features and capabilities of the CIMI model are highly relevant to the Van Allen Probes (RBSP)
mission. One of the scientific objectives of the RBSP mission is to understand and quantify the loss of radiation
belt electrons and determine the balance between competing acceleration and loss processes. The analysis
we presented in the last section is extremely useful in identifying the roles and location of different energization
and decay mechanisms. We have modeled an RBSP event in November 2012 using the BATSRUS-CRCM
model [Glocer et al., 2013b]. On 14 November 2012, RBSP observed significant ion and electron flux dropouts at
ring current and radiation belt energies. We simulated this event and extracted simulated magnetic field and
ring current ion fluxes along the RBSP trajectories for direct comparison with the observations. We found
that ring current pressure feedback is essential to capturing the observed dropouts. Strong pressure from the

Table 1. Dominant Energization and Loss Processes and Their Locations of Ring Current H+, Electrons, and Radiation Belt Electrons

Plasma Population

Dominant process Ring current H+ Ring current electron Radiation belt electron
Energization (L shells) Adiabatic transport (5< L< 9) Adiabatic transport (3< L< 5) Energy diffusion by chorus (5< L< 9)
Loss (L shells) Drift loss (5< L< 9) Pitch angle diffusion by chorus (3< L< 5) Drift loss (5< L< 9)

Figure 9. CIMI simulated fluxes along the RBSP-A orbit on 17 March 2013: (top) H+, (middle) O+, and (bottom) electrons.
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ring current stretched the field lines so that RBSP satellites were connected to the lobe region where energetic
particle fluxes are low. The CIMI model is now available for “Runs on Request” at the Community Coordinated
Modeling Center (CCMC; http://ccmc.gsfc.nasa.gov). Figure 9 shows the CIMI pitch angle averaged flux of ions
and electrons extracted along the RBSP-A orbit during the main phase of the storm on 17 March 2013. Figure 9
shows energy-time spectrograms of (top) H+ and (middle) O+ and (bottom) for electrons. The ion energies
match those of the Radiation Belt Storm Probes Ion Composition Experiment instrument [Mitchell et al., 2013], and
the electron flux is in the Energetic Particle Composition and Thermal Plasma Suite - Magnetic Electron Ion
Spectrometer energy range [Spence et al., 2013]. CIMI reproduces the rapid increase of ion and electron fluxes at
~06 UT at the storm sudden commencement and the subsequent enhancement throughout the main phase.

The CIMI model described above forms a framework of global modeling of the inner magnetosphere and
ionosphere. Additional features and improvement can easily be implemented into the model. We plan to
include EMIC wave diffusion in ring current ions and radiation belt electrons. A combined theoretical-
empirical treatment for EMIC waves will be applied. The local EMIC growth rate will be estimated by the ring
current ion anisotropy calculated from CIMI [Kozyra et al., 1984, 1997; Jordanova et al., 1997]. The EMIC wave
amplitude can be, in turn, estimated by the growth rate following the approach of Bortnik et al. [2011].
Another model advancement is to update our auroral conductance with simulated ion and electron
precipitations. We have shown in Figure 7 that CIMI produces observable ionospheric precipitation and the
corresponding conductance. With the self-consistent treatment of conductance and electric field, we are able
to study the response and modulation of the ionosphere to processes happening in the magnetosphere, in
this case, particle pitch angle diffusion into the loss cone.

In summary, a Comprehensive Inner-Magnetosphere-Ionosphere (CIMI) model has been developed to
understand the physical processes controlling the dynamics of magnetospheric plasmas and their coupling
with the ionosphere electric current and field. To date the findings from this model development work
include the following:

1. In modeling the storm on 5–9 April 2010 with empirical electric field and self-consistent electric field
with M-I coupling, we found that the latter produces stronger electron seed population for wave
acceleration to relativistic energy.

2. The dominant energization process for ring current ions and electrons is adiabatic acceleration and, for
more energetic radiation belt electrons, energy diffusion by whistler mode chorus waves.

3. Drift loss is the major loss mechanism for ring current ions and radiation belt electrons. Ring current
electron decay is mainly caused by pitch angle diffusion due to chorus waves. The corresponding electron
loss can account for the observed precipitation in the ionosphere.

4. CIMI is a powerful tool for analyzing and interpreting data from the RBSP mission. CIMI is available to the
community at CCMC for “Runs on Request.”
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